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ABSTRACT

The generation process model of the fundamental frequency
contours (F0 contours) of speech is known to be capable of
generating F0 contours quite close to observed ones. The
extraction of model parameters from an observed contour,
however, requires an iterative process starting from a set of
initial parameter values. In order to guarantee a rapid con-
vergence to an optimum solution, the values should be ap-
propriate ones. We already have developed a method of au-
tomatically extracting these from given F0 contours, and ap-
plied it to Japanese sentences with good results. The method
is based on approximating an observed contour by a con-
tinuous curve differentiable everywhere. In the present pa-
per, it was applied to English utterances. Experiments were
conducted for 4 native speakers’ utterances with 14.5% and
17.5% of average miss and false alarm rates for the accent
commands, and 35.7% and 15.5% for the phrase commands.

1. INTRODUCTION

The contour of the voice fundamental frequency (henceforth
F0 contour) plays an important role in expressing informa-
tion on the prosody of an utterance, i.e., the information
concerning the lexical tone/accent, syntactic structure, and
discourse focus. As it is well known, an F0 contour gener-
ally consists of slowly-varying components corresponding
to phrases and clauses and rapidly-varying components cor-
responding to word accents or syllable tones. The genera-
tion process model of F0 contours (henceforth, the model)
proposed by Fujisaki and his coworkers [1] can formulate
the relationship between these components and the underly-
ing linguistic information quite well [2]. It has been widely
shown that the model can generate very close approxima-
tions to observed F0 contours from a relatively small num-
ber of parameters representing the linguistic information,
and is therefore quite useful in speech synthesis.

While it is quite straightforward to derive an F0 contour
from a set of model parameters, the inverse problem, i.e., the
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tion of model parameter values from a given F 0 con-
annot be solved analytically, but can be solved only
method of successive approximation. This process
start from a good first-order approximation. Other-

it tends to be quite inefficient, and may not guarantee
rgence to a true solution. The first-order approxima-
usually given manually, making it difficult to obtain

e corpus with the model parameters. Although several
ds have already been developed to automatically es-
the first-order approximation, their performance was

gh enough as mentioned in section 3. From this point
w, we have developed a method based on approximat-
observed F0 contour by a set of piecewise third-order

omials, which is continuous and differentiable every-
. The method was already applied to Japanese read
h with good results [3], but its performance was not
for other cases. In the present paper, the method is
ed for English, whose prosodic features are rather dif-
from those of Japanese.

MODEL FOR THE GENERATION PROCESS
0 CONTOURS OF JAPANESE UTTERANCES

1 shows the model outlines. The mechanism that
ces changes in loge F0(t) from the phrase commands
ed ‘phrase control mechanism’ and its outputs are
‘phrase components.’ Likewise, the mechanism that

ces changes in loge F0(t) from the accent commands
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is named ‘accent control mechanism’ and its outputs are
named ‘accent components.’ The outputs of these two mech-
anisms are added to a constant component loge Fb to pro-
duce the final loge F0(t). For the rest of the paper, we shall
use the word ‘F0-contour’ to indicate loge F0(t).

In this model, the F0 contour is expressed by

loge F0(t) = loge Fb +

I∑
i=1

ApiGp(t − T0i)

+

J∑
j=1

Aaj{Ga(t − T1j) − Ga(t − T2j)},
(1)

Gp(t) =

{
α2t exp(−αt), for t ≥ 0,
0, for t < 0,

(2)

Ga(t) =

{
min[1 − (1 + βt) exp(−βt), γ], for t ≥ 0,
0, for t < 0,

(3)

where Gp(t) represents the impulse response function of
the phrase control mechanism and Ga(t) represents the step
response function of the accent control mechanism [2].

The symbols in these equations indicate

Fb : baseline value of fundamental frequency,
I : number of phrase commands,
J : number of accent commands,
Api : magnitude of the ith phrase command,
Aaj : amplitude of the jth accent command,
T0i : timing of the ith phrase command,
T1j : onset of the jth accent command,
T2j : offset of the jth accent command,
α : natural angular frequency of the phrase control mechanism,
β : natural angular frequency of the accent control mechanism,
γ : relative ceiling level of accent components.

Parameters α and β are known to be almost constant
within an utterance as well as across utterances of a par-
ticular speaker. Although certain individual differences ex-
ist across speakers, it was shown that α = 3.0[1/s] and
β = 20.0[1/s] can be used as default values. Parameter
γ may be variable across utterances and speakers, but it has
also been shown that γ = 0.9 can be used as a default value.

3. NECESSITY OF PIECEWISE SMOOTHING OF
MEASURED F0 CONTOURS

Since it is possible to use default values for α, β, and γ, the
inverse problem is reduced to finding good first-order ap-
proximations to the number, temporal locations (henceforth
‘timing’), and magnitudes/amplitudes of the phrase/accent
commands. The baseline frequency Fb can be obtained au-
tomatically by minimizing the mean squared error between
the measured F0 contour and the model-generated F0 con-
tour.

Several attempts have already been reported toward au-
tomatic extraction of F0 contour parameters using the above-
mentioned model [4, 5]. These approaches, however, have
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only limited success. The major reason is that the ac-
0 contour contains a number of factors that are not
d by the model, such as (1) gross errors in the mea-
ent of F0, (2) local deviations due to microprosody
d by certain consonants, (3) discontinuities due to the
ce of voiceless consonants and utterance-medial pauses,
) lack of smoothness (i.e., non-differentiability). For
liable estimation of the first-order approximations of
l parameters, therefore, it is necessary to cope with
factors.
nce temporal changes of phrase components are gen-
much more gradual than those of accent components,
flection points of the F0 contour will roughly corre-
to those of the accent components, and hence to the
and offsets of the corresponding accent commands

t for a delay of 1/β[s]. If the measured F0 contour
roximated by a smooth curve consisting of third-order
omial segments, its points of inflection can be obtained
ing the second derivative of each third-order polyno-
egment and putting it equal to zero. Thus the problem
ced to a trivial one of solving a linear equation.

nce the current approach [6] is based upon the combi-
of approaches adopted in [4], it is necessary to con-
e measured F0 contour of an utterance into a continu-
rve consisting of third-order polynomial segments, in
way that the resulting curve is differentiable every-

. Once this is done, its points of inflection (i.e., points
the first derivative is at a maximum or a minimum)
indicate points that are closely related to the onset

ffset of the accent commands with an approximately
nt delay.

OUTLINE OF THE CURRENT APPROACH

roposed procedure consists of the following four stages:

e-processing of a measured F0 contour
fter correcting gross errors and removing microprosodic
bances, the measured F0 contour is approximated by
ewise polynomial function of time that is continuous
fferentiable everywhere.

rivation of the first-order approximations of
t command parameters
nce the final outcome of smoothing is continuous and
ntiable everywhere, it is quite straightforward to com-

ts derivative and find its maxima and minima analyt-
If we neglect the effects of phrase components, the
a and the minima of the first derivative of the con-

hould correspond to the onsets and the offsets of ac-
ommands with a constant delay of 1/β. The actual
dure is to detect the largest maximum and the smallest
um for each interval where the sign of the derivative

ns the same. A pair of maximum and minimum thus



corresponds to the onset and the offset of an accent com-
mand. The mean of the absolute amplitudes of maximum
and minimum of a pair can be adopted as the first-order ap-
proximation to the amplitude of the corresponding accent
command. If the initial part of the first-order derivative is
negative and gives a minimum, then it can be regarded as
the offset of the utterance-initial accent command, in which
case one has to assume the existence of onset of the accent
command before the start of an utterance.

(3) Derivation of the first-order approximations of
phrase command parameters

After removing the accent components estimated in stage
(2) from the smoothed F0 contour, one obtains a residual
contour which consists mainly of phrase components. Since
the influence of each phrase command is essentially a semi-
infinite function of time starting from the onset of the com-
mand, each phrase command is detected successively by a
left-to-right procedure from the residual contour.

(4) Derivation of the optimum parameters by Analysis-
by-Synthesis

Parameters of accent and phrase commands are refined
by successive approximation to obtain a set of parameters
that are optimum by a pre-determined error criterion, say
the least mean squared error in the domain of log e F0(t).

5. EXPERIMENT

5.1. Speech Material

The speech material for the present study was 30 English
sentences uttered by 4 native speakers (2 male and 2 female
speakers). The speakers shall be denoted as male 1, male
2, female 1 and female 2 from now on. The speech signal
was digitized at 10 kHz with 16-bit precision, and F0 was
extracted by a modified autocorrelation analysis of the LPC
residual signal [7].

5.2. Results

Figure 2 shows the process of estimating the first-order ap-
proximation for English sentence “He grasped the rope with
his free hand and swung his legs round to the side.” ut-
tered by male 1. From the top to the bottom, panels of
the figure respectively show: (1) the speech waveform, (2)
the measured F0 contour, (3) the contour after gross error
correction and microprosody removal, (4) the contour af-
ter smoothing, (5) the derivative of the smoothed contour,
(6) first-order approximations of accent commands, (7) the
residual contour, (8) integration of the residual contour up to
the point at which it reaches the threshold θ1, (9) the first-
order approximations of phrase commands, (10) the first-
order approximation to the smoothed F0 contour, (11) the
final approximation to the original F0 contour, and (12) the
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similar to that of the corrected contour (in panel (3)) of the
observed one is obtained after the successive approxima-
tion. The mean square error between these two contours is
0.0004, which is almost the same with 0.0034 between the
corrected contour and the contour obtained by the succes-
sive approximation starting from manually assigned first-
order approximation.

Then, in order to totally evaluate the method, numbers
of accent and phrase commands correctly detected by the
method are summed up for 30 sentences, and the results
are summarized in Table 1 for each speaker. The table also
includes numbers of deletion and insertion errors and rates
of miss and false alarm, which are respectively defined as:

miss =

(
1 − correct

correct + deletion

)
× 100, (4)

false alarm =

(
1 − correct

correct + insertion

)
× 100. (5)

Commands detected manually by an expert deeply in-
volved in the prosody research are used as the correct an-
swer for the command detection, which is necessary as the
reference for the correct, deletion and insertion judgments.
Therefore, correct+deletion coincides with the command
number manually detected, and correct + insertion coin-
cides with that detected by the method. The reason why
only the command detection is counted is that, through the
successive approximation process, magnitudes/amplitudes
of the commands are adjusted to the correct values and small
errors in the command timings are eliminated.

When the miss and false alarm rates are averaged over 4
speakers, they are respectively 14.5% and 17.5% for accent
command detection, and are 35.7% and 15.5% for phrase
command detection. Although a rather large number of
phrase commands fail to be detected, in many cases, they
are corresponding to minor syntactic boundaries and little
influence to the synthesized speech quality [3]. In the cur-

Table 1. Results of estimation of commands.

male 1 male 2 female 1 female 2
Accent
Manual 176 167 163 173

Automatic 179 169 162 195
correct 151 145 132 153
deletion 25 22 31 20
insertion 28 24 30 42
miss [%] 14.2 13.2 19.0 11.6

false alarm [%] 15.6 14.2 18.5 21.5
Phrase
Manual 81 80 88 88

Automatic 68 58 63 68
correct 54 49 56 58
deletion 27 31 32 30
insertion 14 9 7 10
miss [%] 33.3 38.8 36.4 34.1

false alarm [%] 20.6 15.5 11.1 14.7
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ethod, linguistic information is not counted when de-
g the model commands. By taking it into account,
on errors will be reduced.
cently, a method of automatic extraction of F0 model
eters was developed as a freeware [5]. This method is
on assuming a sentence F0 contour as a waveform and
ing a high-pass filtering for the better estimation of
t commands. When F0 model command detection was
sing this method for the same data, the miss and false
rates were respectively 36.9% and 11.9% for accent
ands, and 42.0% and 38.2% for phrase commands.
values are rather high as compared to those by our
d.

6. CONCLUSIONS

ethod of automatically extracting the model param-
from observed F0 contours, formerly developed for
ese utterances, was successfully applied to read En-
The method is similar to that formerly developed by

rs [4] in that it looks derivative of the F0 contour, but
que in the process of obtaining a smooth curve from
served quasi-continuous F0 contours; a piecewise 3rd
polynomial curve which is differentiable everywhere.
ethod extracts the model parameters only from the
ed F0 contours and does not utilize linguistic infor-

n of the sentences. When building up speech corpuses,
formation is usually available. We are now develop-
ay to utilize the information especially for the better

tion of phrase command parameters.
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