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ABSTRACT

Speech acoustics varies from speaker to speaker, microphone to

microphone, etc. Recently, a novel method was proposed to sep-

arate these static non-linguistic features from speech as spectral

smoothing can separate pitch information from speech[1]. Abso-

lute properties of speech events, such as formants and spectrums,

are completely discarded and only the phonic differences or con-

trasts between the events are extracted to form their external struc-

ture. This structure is called the acoustic universal structure and

regarded as physical implementation of structural phonology be-

cause the structure is considered to represent only the linguistic

and para-linguistic information. In this paper, the structural size is

focused on and its correlation with the para-linguistic information

is examined. Results showed that the size can be interpreted as

magnitude of articulatory efforts made in speech production.

1. INTRODUCTION

Linguistics gives two definitions of the phoneme[2]. One defini-

tion is that “a phoneme is a class of phonetically similar sounds.”

It is clear that this definition brought about speaker independent

acoustic models, each of which is trained by collecting sounds of

the corresponding phoneme produced by many speakers, and that

independently of the other models. The other definition is that “a

phoneme is one element in the sound system of a language having

a characteristic set of interrelations with each of the other elements

in that system.” This is a contrastive and relative definition of the

phoneme and it claims that what should be modeled acoustically

is not the phonic entities but the phonic interrelations among the

entities. The latter definition was derived from claim of Saussure,

known as father of modern linguistics. “What defines a linguistic

element is the relation in which it stands to the other elements in

the linguistic system.” This claim implies that the contrastive and

relative definition is original and primary and the independent and

absolute definition can be viewed as secondary.

Fig. 1. Jakobson’s geometrical structure[3]
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Fig. 2. Two types of spectrum distortion caused by A and b

Figure 1 shows Jakobson’s structure of French vowels and

semi-vowels[3]. In this external structure, an element is deter-

mined only by its interrelations to the others. Linguistics claims

that this structure is universal with respect to speakers and the uni-

versality was verified mathematically in our previous study[1].

2. THE ACOUSTIC UNIVERSAL STRUCTURE

2.1. Mathematical modeling of the non-linguistic features

Differences of microphones and rooms are typical examples of

convolutional distortion. GMM-based speaker modeling indicates

that a part of speaker individuality is also regarded as convolutional

distortion. If a speech event is represented by cepstrum vector c,

then, the convolutional distortion is shown as c′=c+b.

Differences of vocal tract length are often modeled as fre-

quency warping of the log spectrum and the warping is mathe-

matically modeled as multiplication of matrix A by c[4]; c′ = Ac.

Figure 2 shows the distortion caused by c′=Ac+b schemati-

cally and these non-linguistic distortions are inevitable in speech.

On the other hand, additive noise is not always inevitable because

you can move to a quiet room if needed. In this paper, only the

inevitable distortions are considered and they are eventually and

simply modeled as c′=Ac+b, known as affine transformation.

2.2. Derivation of the acoustic universal structure

Let us consider a geometrical structure like Figure 1 in a cepstral

space. A triangle can be determined uniquely by fixing length of

all the three lines. Similarly, an n-point structure is determined by

fixing length of all the nC2 lines including its diagonal lines. The

length of all the lines is compactly represented as n×n distance

matrix. Structural phonology claims that the n-point structure is

invariant with affine transformation (c′=Ac+b) but this is impos-

sible because the transformation always distorts a structure unless

it is of a special form. Always variant structures can be invariant?

Jakobson’s structure is just an illusion mathematically? This prob-

lem can be solved easily by distorting the space surrounding the

structure. We can introduce the following theorem.
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Fig. 3. The invariant underlying structure of a data set

THEOREM OF THE INVARIANT STRUCTURE

N events are observed and every one is described not as point but

as distribution. Distance between any two events is calculated as

Bhattacharyya or Kullback-Leibler distance, which is based on

information theory. A single and common affine transformation

cannot change the distance matrix, i.e., the structure.

Distribution means a Gaussian mixture. Bhattacharyya distance

was adopted here because it can be interpreted as normalized cross

correlation between two PDFs p1(x) and p2(x).

BD(p1(x), p2(x)) = − ln

Z ∞

−∞

p
p1(x)p2(x)dx, (1)

where 0.0 ≤ R ∞
−∞

p
p1(x)p2(x)dx ≤ 1.0 and the unit name

of BD is bit because BD can be regarded as self-information.

Figure 3 shows three structures of five distributions. Any two of

the three can be converted to each other by multiplying A. This

fact means mathematically that the three structures (matrices) are

evaluated as completely the same. Why this happens? Because BD

calculation distorts the space where the distributions are observed.

2.3. Structuralization of an utterance

The theorem only requires events to be modeled not as points but

as distributions. Then, their structure can be mathematically in-

variant with respect to a common affine transformation. This struc-

turalization process can be applied simply to an utterance. Figure 4

shows its procedure. After a given utterance is converted into a se-

quence of distributions, only the interrelations (phonic differences)

between any two of all the temporally-distant distributions are cal-

culated to form a structure (distance matrix). This structural repre-

sentation is invariant with respect to speakers. Our previous works

showed experimentally that the structural acoustic models trained

only with a single speaker outperformed HMMs trained with more

than four thousand speakers although the task was very primitive

and it was recognition of sequences of isolated vowels[5]. Surpris-

ingly, the better performance was also obtained in recognizing the

sequences in additive noise[6].

Sequence of spectrum slices

Sequence of cepstrum vectors

Sequence of distributions

Structuralization by interrelating temporally-distant events

Fig. 4. Structuralization of a single utterance

3. STRESSED VOWELS AND UNSTRESSED VOWELS

3.1. Speech material used in the analysis

In order to discuss phonetic interpretation of the size of the struc-

ture, firstly in this paper, English vowels, stressed and unstressed,

were focused on. A TIMIT-based phoneme-balanced sentence set

were read by two American speakers (male and female). Condi-

tions of the acoustic analysis are shown in Table 1 and a single-

Gaussian distribution was adopted to train the vowel models with

a full variance-covariance matrix. For the speech material, phone-

mic and stress labels were assigned by a semi-automatic method.

PRONLEX dictionary was referred to for determining the initial

labels and they were modified with speaker-dependent acoustic

models trained with the above speech material. The acoustic mod-

els and the phonemic and stress labels were simultaneously trained

and adjusted. In the rest of the paper, æ1 and æ0 mean stressed and

unstressed æs, respectively.

3.2. Monophthongs of American English

Figure 5 shows the vowel chart of the monophthongs of Ameri-

can English[8]. Distance matrix was calculated from the monoph-

thong acoustic models using
√

BD as distance measure between

two models. The reason of using
√

BD, not BD, is that
√

BD

can approximately satisfy a certain geometrical condition which

is always satisfied by Euclid distance and not satisfied by BD[7].

Figure 5 visualizes the distance matrix of the female American

based on Multi Dimensional Scaling (MDS). Here, isoMDS in

MDS software of R was used. Although the MDS chart was

expected to depend on phonemic environments of the individual

vowel instances, rather good correspondence is found between the

two charts. As is well-known in phonetics, schwa is the most

fundamental vowel in that it is located at the center of the vowel

chart, the articulatory center, and that it is located at the center of

the MDS chart, the acoustic center. It is also known that schwa

Table 1. Acoustic conditions for the analysis
sampling 16bit / 16kHz

window 25 ms length and 10 ms shift

parameters Improved cepstrum (1∼12)

speakers Two Americans (a male and a female)

training data 746 & 709 sentences for the male & the female

HMMs speaker-dependent, context-independent, and 1-

mixture monophones with full matrices

topology 3 states and 1 distribution per HMM (GM)

monophones monophthongs of American English

i, I, u, Ú, E, æ, 2, A, O, @, Ä
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Fig. 5. The vowel chart and an MDS chart of vowel examples
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is acoustically generated with a sound tube of a uniform cross-

sectional area, which indicates that schwa is produced with the

least articulatory effort. As for unstressed vowels, it is often said

that if vowels are reduced, they get much acoustically closer to

schwa[8]. These considerations directly led to acoustic and articu-

latory hypothesis on the size of the structure; the larger the size is,

the larger the effort is.

3.3. Size of the vowel structure

The size of the vowel structure was calculated with the speech ma-

terial of the two speakers. Only with a distance matrix, it is possi-

ble to calculate what geometrically corresponds to the radius of the

structure. To show the radius adequately, in this section, a tree di-

agram is drawn to visualize a distance matrix with Ward’s method.

In this method, two elements are merged into one sequentially so

that the accumulated distortion should be minimized. The accu-

mulated distortion is represented by the height of the tree grown

so far. Finally, all the elements are merged into a single element

(centroid) and the height of the final tree is equal to VQ (Vector

Quantization) distortion when all the data is represented by a cen-

troid. This quantity can be regarded as the radius of the structure.

Figure 6 shows three tree diagrams; vowels, stressed vowels,

and unstressed vowels of the female American. In the vowel tree,

about 60 % of the vowels were stressed ones. For a few vowels,

a very strong bias between occurrences as stressed and those as

unstressed was found and these vowels were deleted. i, I, u, Ú, E,

æ, 2, A, and Ä were used in the tree diagrams. The vowel tree is

lower than the stressed vowel tree and higher than the unstressed

vowel tree. The stressed tree is 1.4 times higher than the unstressed

one. Although the shape of the tree is similar between the vowel

tree and the stressed one, some differences are found between the

unstressed tree and the other two trees. We consider that some

unstressed vowels were acoustically realized completely as schwa

sounds. The same characteristics was found with the male Ameri-

can. The stressed tree is 1.2 times higher than the unstressed tree,

which seems to have some structural distortion compared to the

vowel tree and the stressed vowel one.

Another similar analysis was done with Japanese short vowels

(a, i, u, e, and o) and long vowels. The two structures are visu-

alized by MDS and shown in Figure 7. The long-vowel structure

is larger than the other. This is because longer vowels have more

stable spectrums and they make their variances smaller and their

inter-vowel distances longer. The structural representation can also

contain durational information in speech.

The above experimental results support our interpretation of

the size of the structure. Considering the acoustic and articulatory

fact that the central sound is the least energetic sound, the struc-

tural size is regarded as articulatory effort with high validity.

4. JAPANESE VOWELS OF VARIOUS SPEAKING STYLES

Do other factors change the size of the structure? It is easily as-

sumed that some speaking styles change the size and, in this sec-

tion, speech samples of the same linguistic content with various

speaking styles were analyzed with respect to their sizes.

4.1. Speech material used in the analysis

Isolated vowels of Japanese, a, i, u, e, and o, were recorded by a

professional voice actress with the following 12 speaking styles or
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Fig. 6. Tree diagrams of American English vowels
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Fig. 7. Two structures of Japanese short vowels and long vowels

situations. The recording was repeated 5 times for each.

1) unintelligible (indistinct), 2) with a sigh, 3) scared, 4) whisper,

5) too surprised to speak aloud, 6) with wobbles, 7) intelligible

(distinct), 8) without strong intension, 9) the loudest, 10) with full

energy, 11) ashamed, and 12) proud

The aim of this recording was just for collecting 5-vowel utter-

ances with many different styles and it should be noted that ap-

propriateness of her vocal expression as the designated style is not

focused on in this analysis. In the recording, we sometimes gave

her detailed instructions about the desired situation.

4.2. Size of the vowel structure

The size of the vowel structure was acoustically estimated for each

of the utterances. Since the recording was repeated 5 times, 5 dis-

tance matrices were obtained for each of the styles and they were

averaged. Figure 8 shows the averaged vowel diagrams of 8 styles

out of the 12. Clearly seen in the figure, the size changes accord-

ing to the style or situation. However, separation between the front
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Fig. 8. Japanese 5 vowels with different styles

vowels and the others at the top of the tree is commonly found ex-

cept for 6). Figure 9 shows the size of the structure for each style

(white bars). Large variability can be clearly seen. In the follow-

ing section, it is examined whether the acoustically-measured size

of the structure can be a good measure of the perceptual distinction

among the vowels when hearing the vowels of each style.

4.3. Comparison with human perception of the distinction

A listening test was done with 5 university students of Japanese

with normal hearing. The task was to score the magnitude of dis-

tinction among the 5 vowels after hearing each vowel set. A 5-

degree scale was used, where 1 and 5 meant the least and the most

distinct, respectively. Averaged perceptual distinction scores over

the subjects were standardized over the styles to have the same

mean and the same variance that the sizes of the structures (white

bars) have in Figure 9. The standardized scores are shown as gray

bars in Figure 9. Very good correspondence is found between the

two quantities and their correlation is 0.903. However, rather large

a difference is found in the case of 9); the loudest. The 5 vowels in

this style were uttered with high energy and physical efforts made

for speech production were perceived well. The vowels were ut-

tered so loudly that their durations were relatively short. It is con-

sidered that, in this case, stability of the spectrogram is reduced,

and therefore, BD between two vowels became smaller. Another

reason is possible. It is expected that speech production with ex-

tremely high energy will make it difficult to control the articula-

tors accurately and to increase the acoustically-defined distinction.

Still in this case, the energy is well transmitted to listeners and the

perceptually-defined distinction is easily increased. If the case of
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Fig. 9. Size of the structure and perceptual distinction among the
vowels

9) can be ignored, the correlation between the size of the structure

and the perceptual distinction is 0.978.

Although only the relative acoustic properties were focused

on in this paper, these properties are considered just one aspect of

speech acoustics. The absolute properties, conventionally used in

speech processing, are naturally supposed to have some functions

to transmit para-linguistic information. Integration of the relative

properties with the absolute ones is a future work.

5. CONCLUSIONS

Firstly in this paper, a novel method of acoustic representation of

speech, structuralization of speech, was introduced, where the di-

mensions to indicate the static non-linguistic features are effec-

tively suppressed. Then, by focusing on the size of the structure,

its correlation to articulatory efforts was examined using vowel

samples with various speaking styles. Results of the experiments

showed that extremely high correlation was found between the

structural size and the perceptual distinction among the vowels.

Our previous studies showed that vowel sequences can be recog-

nized perfectly only with their structural representation[5, 6] and

the current study showed that some of the para-linguistic features

can be detected also from the structural representation. We’re plan-

ning to do additional analysis on the local structural distortion and

its correlation with para-linguistic information and are interested

in structure-based automatic estimation of the information.
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